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ABSTRACT
The current decade is a witness to an enormous explosion
of data being published on the Web as Linked Data to max-
imise its reusability. Answering questions that users speak
or write in natural language is an increasingly popular ap-
plication scenario for Web Data, especially when the domain
of the questions is not limited to a domain where dedicated
curated datasets exist, like in medicine. The increasing use
of Web Data in this and other settings has highlighted the
importance of assessing its quality. While quite some work
has been done with regard to assessing the quality of Linked
Data, only few efforts have been dedicated to quality as-
sessment of linked data from the question answering (QA)
perspective. From the linked data quality metrics that have
so far been well documented in the literature, we have iden-
tified those that are most relevant for QA. We apply these
quality metrics, implemented in the Luzzu framework, to
subsets of two datasets of crucial importance to open do-
main QA – DBpedia and Wikidata – and thus present the
first assessment of the quality of these datasets for QA. From
these datasets, we assess slices covering the specific domains
of restaurants, politicians, films and soccer players. The
results of our experiments suggest that for most of these do-
mains, the quality of Wikidata with regard to the majority
of relevant metrics is higher than that of DBpedia.
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1. INTRODUCTION
Recent advancements in the fields of Web of Data and

Data Science have led to increasing amounts of structured
data published according to standards such as RDF(a),
Linked Data, Schema.org1, and to a wide range of tools to
produce, manage and consume such data. Answering ques-
tions spoken or written in natural language (cf. [37] for an
overview) is an increasingly popular setting in which apps for
end users consume Web Data to satisfy sophisticated infor-
mation needs. Users expect answers to be correct, or at least
relevant, even when they have not phrased their question
precisely or when their speech has been recorded with a low
fidelity. Thus, to support, for example, query disambigua-
tion, answer retrieval, results ranking, Web Data consumed
in such settings therefore has to meet a certain level of qual-
ity. Quality can generally be defined as “fitness for use”, but
there are a lot of concrete factors that influence a dataset’s
fitness for use in question answering2 settings and in spe-
cific application domains. Recently, a number of research
activities have been concerned with automating the assess-
ment of linked data quality by benchmarks such as Luzzu [7],
RDFUnit [25], and others. In this paper, we compile a list
of metrics that are applicable for assessing the quality of
Linked Open Data (LOD) for question answering. We sup-
port this list by determining the quality of various subsets
of Wikidata3 and DBPedia4, of which both are widely used
in linked data based question answering, such as SINA [36],
BioASQ [38], QALD tasks[39], and others.

1.1 User Scenario
1The amount not only of structured, but also of semi-
structured and unstructured data available online is also
steadily increasing; however, for the purpose of our work
we assume that such data has first been translated to the
RDF data model using standard tools, e.g. from the Linked
Data Stack [2].
2In this section, we do not abbreviate “question answering”
as “QA” to avoid confusion with “quality assessment”.
3http://wikidata.org
4http://dbpedia.org



To put the reader into the context of our work, we present
a scenario and discuss it from two different perspectives: the
data consumer’s (i.e. application developer’s) perspective
and the user’s perspective.

Data consumer’s perspective: Data Caterer GmbH, a
data science company, has been providing search and discov-
ery services in various domains, including films and soccer.
To cover these domains, they have access to a wide range
of cross-domain datasets. To serve users’ needs, they spe-
cialise on mobile question answering applications on top of
a generic, open domain core engine. Data Caterer would
now like to enter the market of restaurant recommendations
and is facing fierce competition from other providers such
as Zomato5. To provide the best answers to the users’ ques-
tions, it is crucial to use the right dataset, i.e. one that is
rich in domain-specific information and correct. This task
poses two challenges:

1. How to perform an initial data quality assess-
ment? – Different datasets from different sources,
which may have been created using different tech-
niques, usually vary in quality w.r.t. level of detail,
redundancy and correctness. Assessing the quality of
the datasets in an initialisation step, before actually
answering questions, supports the system in delivering
faster output, which, moreover, is precise.

2. Which subsets of a given dataset are specifi-
cally suitable for answering questions related
to given topic? – Cross-domain datasets, such as
datasets obtained from Wikipedia, cover many do-
mains, but how well do they cover the specific domain
of the question, i.e., here, the restaurant domain? We
need to assess the quality not of the dataset as a whole,
but of certain subsets (slices) of it.

User’s perspective: Walter enjoys savouring a variety
of cuisines. He came to Berlin for Christmas holidays and
wants to find the best Fränkische Bratwurst in town. He uses
the Data Caterer mobile app, types in a question and gets
the precise location of the Frankenstüberl restaurant as a
quick response. His information needs are satisfied. The app
also offers him to rate the answer, i.e. whether he is satisfied
or not. Data Caterer uses this rating to score the subset of
the source dataset from which Walter’s query was answered.
Based on previously computed quality results, Data Caterer
will be able to serve subsequent users in an even better way,
as it will always use the (sub)set that provides the best data
in the domain of a question.

1.2 Objective
Our objective is to identify precisely defined and practi-

cally computable metrics for the quality (and thus fitness
for use) of linked data in question answering settings. This
requires answering the following research questions:
Obj 1 – What dimensions of data quality are relevant to

open domain question answering systems?
Obj 2 – By what data quality metrics can the quality of

data for open domain question answering systems be
assessed precisely?

5https://www.zomato.com/

Obj 3 – How well do popular cross-domain datasets serve
the needs of question answering applications in certain
specific domains?

Obj 4 – How can data quality from the perspective of open
domain question answering be practically assessed us-
ing available tools and techniques?

The remainder of this paper is structured as follows: In
section 2, we present the state of the art for quality assess-
ment of linked datasets and question answering in general.

2. STATE OF THE ART
In this section, we summarise the state of the art of data-

driven question answering and data quality assessment, and
highlight the gaps that our research aims to address.

The goal of a question answering system is to satisfy the
user’s information need (represented as a natural language
query or keywords) by returning the best answer (a ranked
list of documents, URIs, specific excerpts from text, etc.).
Closed domain question answering systems use context/ap-
plication specific datasets, ontologies and thesauri (for in-
stance, MeSH6). The coverage or scope of information in
the dataset is a specific application domain, e.g., medical, fi-
nancial, geographical. Such datasets are typically collected,
curated and validated by domain experts such as, in the
medical domain, doctors, clinicians, or physicians, to ensure
correctness of the results.

In contrast, open domain question answering relies on a
wide spectrum of datasets, ontologies and thesaurus to an-
swer any question regardless of its category. Using mul-
tiple data sources poses greater challenges to the evalua-
tion and the performance of the question answering system,
mainly because of differences in the structure (structured,
semi-structured or unstructured) and quality of the data.
Furthermore, [39] and [37] report a number of challenges,
related to data quality issues, affecting the overall system
performance of QA systems and advocate the need to for-
mally consider these factors for question answering systems.

A number of studies have identified, defined and classi-
fied data quality dimensions and metrics [3, 4, 29, 43]. Za-
veri et al. present an exhaustive state-of-the-art survey on
quality dimensions and metrics relevant for assessing linked
data [44]. However, only a handful of these dimen-
sions and metrics are relevant for answering ques-
tions (tackling Obj 1, Obj 2 – cf. Section 1.2) over linked
datasets on the Web, as we will explain in Section 3.

The question answering community has invested substan-
tial effort into evaluating the performance of their systems,
targeting both open and closed domain question answering.
Regular challenges include the NTCIR Question Answering
Challenge (QAC) [14], TREC [41], CLEF [21], BioASQ [38],
and QALD series [27]. The overall performance of a ques-
tions answering system is typically evaluated by measures
such as precision, recall, F-score, and also, in certain tasks,
by the global F-score w.r.t. the total number of questions,
as in QALD-5 [40]. However, these metrics for eval-
uating question answering systems do not provide
any information on the quality of data being used
to answer the questions (tackling Obj 3, Obj 4 – cf. Sec-
tion 1.2).

The amount of Data that is published on the Web as

6Medial Subject Headings: http://www.ncbi.nlm.nih.gov/
mesh



Linked Open Data (LOD) for maximum reusability is grow-
ing rapidly7. Hence, the need for developing automated
tools for LOD quality assessment has been addressed by sev-
eral works in the present decade [6, 12, 28, 18]. We narrow
the focus of these general-purpose tools down to the large-
scale automated assessment of quality metrics relevant to
question answering.

3. QUALITY DIMENSIONS AND MET-
RICS RELEVANT TO OPEN DOMAIN
QUESTION ANSWERING

3.1 General Terminology
Before presenting those quality dimensions and metrics

that we have identified as relevant to open domain question
answering, we introduce the basic terminology used in the
remainder of this section.

• A quality dimension is a characteristic of a dataset.
The importance of a dimension depends on the context
in which a dataset is intended to be used. For instance,
availability of dataset is crucial for a question answer-
ing system that depends on a SPARQL endpoint for
retrieving answers but not for a question answering
system that consumes offline data indexed locally.

• Bizer and Cyganiak define a metric as a “procedure
for measuring a[n . . . ] quality dimension” [4]. Met-
rics “rely on quality indicators and calculate an as-
sessment score from these indicators using a scoring
function” [4]. A metric can have an exact value, or
the value can be estimated when sufficient data for an
exact computation is not available, or approximated
when exact computation would take too much time.

3.2 Overview
We take inspiration from the comprehensive study con-

ducted by Zaveri et al. [44], who reviewed 30 different works
on linked data quality and, from these, identified 18 differ-
ent dimensions and 69 different metrics. We reviewed all of
these dimensions and metrics and identified those that are
most relevant to open domain question answering systems
by analysing how, and to what end, such systems use data.
We identified the following relevant dimensions: Availability,
Completeness, Timeliness, Interlinking, Data diversity, Se-
mantic accuracy, Consistency, Trust and Provenance, Con-
ciseness, Coverage, Licensing. In our current work, we fo-
cused on those dimensions that had already been imple-
mented for the Luzzu linked data quality assessment frame-
work (cf. Section 4.3): Availability, Interlinking, Data di-
versity, Consistency, and Trust and Provenance. For any of
these dimensions, the following subsections discuss its rele-
vance to open domain question answering and summarises
the relevant metrics.

3.3 Availability Dimension
Zaveri et al. define availability of a dataset as “the extent

to which data (or some portion of it) is present, obtainable
and ready for use” [44]. Flemming refers to availability as
the proper functioning of all access methods [12]. We adopt
a hybrid definition of both of these:

7LOD Cloud: http://lod-cloud.net/

Definition 1 (Availability). Availability is the degree of
readiness of a dataset, ontology or thesaurus for consump-
tion.

Availability can be established, e.g., by providing the
dataset as an RDF dump, exposing it via a SPARQL end-
point, or via some other API, package or library – i.e. in
whatever form a question answering system may prefer to
consume. Some of these forms may be provided by third
parties. We use the following metrics to measure availabil-
ity:

Metric A.1 (Dereferenceability). This metric measures the
number of valid 303 or hash URIs among all resource URIs
in a dataset, following the LOD best practices [35]. As typi-
cal datasets for question answering are large, an approximate
metric using statistical sampling technique [8] was used.

Metric A.2 (Dereferenceability of Forward Links). This
metric assesses the extent to which a resource includes all
triples from the dataset that have the resource’s URI as the
subject [23]. To do so, it computes the ratio between the
number of triples that are “forward-links” a.k.a. “out-links”
(i.e. that have the resource’s URI as their subject) and the
total number of triples in the RDF graph served as a descrip-
tion of each resource.

Metric A.3 (No Misreported Content Types). This met-
rics checks whether RDF data is served with the right con-
tent type, e.g., whether RDF/XML content is served as ap-
plication/rdf+xml (cf. [44]). This is done by checking the
content type returned when dereferencing a URI and check-
ing whether the content can be processed by a parser for the
expected format.

Metric A.4 (RDF Availability). This metric checks
whether a syntactically valid RDF representation of a
dataset can be downloaded (cf. [44]).

Metric A.5 (Endpoint Availability). This metric checks
whether a SPARQL endpoint for a dataset is available, i.e.
queryable.

Relevance: In the context of open domain question an-
swering systems, the relevance of the availability dimension
is system dependent. The dimension is crucial, for exam-
ple, for systems that leverage a remote SPARQL endpoint.
The output of such systems relies on the availability of the
data in a specific form to be able to query the dataset and
return the result. If the endpoint is not responsive or re-
sponds erroneously, then the system returns no answer and
thus becomes unable to serve the user’s request. However,
systems that maintain offline copies of datasets and locally
computed indexes are less prone to the availability of the
original datasets.

More generally, the availability dimension is crucial for
any system that relies on a remote third party package, tool
or library that gives access to a specific data source.

3.4 Interlinking Dimension
Interlinking refers to connections between two terms with

different names (URIs) that have the same meaning. For in-
stance, “heart attack” and “myocardial infarction” are terms
from different subdomains of medicine but have the same
meaning. Such terms may occur in the same dataset, or



across different datasets. New datasets are typically inter-
linked with “reference” datasets to aid customers in finding
further relevant information. Large, widely known datasets
such as DBpedia, but also high-quality curated domain-
specific datasets typically serve as such references. In LOD,
interlinking is typically implemented as RDF triples that
connect a subject and an object by the owl:sameAs prop-
erty. The following definition is paraphrased from [44].

Definition 2 (Interlinking). Interlinking refers to the de-
gree to which entities representing the same concept are as-
sociated to each other, within one or more datasets.

We consider two metrics to measure the degree of inter-
linking in a dataset.

Metric I.6 (Interlink Detection). Guéret et al. reuse five
network measures to assess a dataset’s degree of interlink-
ing [18]:

The same-as measure detects open owl:sameAs chains.
owl:sameAs resources should be symmetric, in a sense that if
X owl:sameAs Y then Y owl:sameAs X. The latter is called a
closed owl:sameAs chain. The descriptive richness measure
assesses the amount of new properties added to a resources
through an owl:sameAs relation. The degree measure checks
the number of in-links and out-links of a resource. A high
degree measure means that agents can find information eas-
ily by means of traversal. The centrality measure checks the
dependency of a resource in a dataset. Finally, the clus-
tering coefficient measure aims at identifying how well re-
sources are connected, by measuring the density of the re-
source neighbourhood. A network has a high clustering cohe-
sion when a node has a large number of neighbouring nodes,
all of which are connected to each other. This means that
links may end up being meaningless [18]. We have described
an approach to approximating the clustering coefficient mea-
sure in [8].

Metric I.7 (External Link Data Providers). The external
links to data providers metric assesses the extent of con-
nectivity between the dataset under assessment and external
sources. In [8], we have implemented a approximate version
of this metric.

Metric I.8 (Dereferenceable Backlinks). This metric mea-
sures the extent to which a resource includes all triples from
the dataset that have the resource’s URI as the object. This
allows browsers and crawlers to traverse links in either di-
rection [23]. The metric is defined as the ratio between the
number of triples that are “back-links” a.k.a. “in-links” (i.e.
that have the resource’s URI as their object) and the total
number of triples in the RDF graph served as a description
of each resource.

Relevance: Interlinking is relevant for open domain an-
swering systems, since it is concerned with data integration.
Consider the following scenario. Let us assume a user (who
is a football fan) searching for a list of all German soccer
players. Here, the instances of the terms German and Soc-
cer should be interlinked with the instances Deutschland
and Football respectively in order to return the correct and
accurate list of all the German football players. Similarly,
different datasets may use different ontologies as their vocab-
ularies, which also use different URIs for terms that mean
the same. Thus, it becomes crucially important for datasets
and their vocabularies to be well interlinked to aid the pro-
cess of disambiguation.

3.5 Data diversity Dimension
IRIs as the identifiers of entities in datasets are not neces-

sarily human-friendly, or, if they are, they are often words in
the dataset author’s favourite language. However, human-
comprehensible information in arbitrary formats and lan-
guages can be attached to entities via appropriate annota-
tion properties.

Definition 3. Data diversity refers to the availability of
data in formats that are accessible to a wide range of hu-
man end users (numbers, images, audio, videos, etc.), and
in different international languages.

We use the following metrics to measure the data diversity
of a dataset:

Metric D.9 (Human Readable Labelling). This metric
measures the percentage of entities that have a human-
readable label (rdfs:label). Although different datasets might
different label properties (cf. [10]), we assume, for now,
that the most commonly used standard label property (i.e.
rdfs:label) is employed.

Metric D.10 (Multiple Language Usage). This metric
checks whether literal objects are available in different lan-
guages. We check all literals having a language tag and ig-
nore those without a language tag. The value of this metric is
the average number of different languages used per resource,
throughout the dataset.

Relevance: Data diversity is an important dimension for
question answering systems because of the diverse needs of
their human end users – who might, e.g., speak different
languages. Moreover, rich natural language labels aid nat-
ural language approaches that disambiguate input words to
uncover the semantics intended by the user and finally map
them to the right entities in the underlying datasets. Gener-
ally, any question answering system has to deal with lexical
and structural differences between the words used in ques-
tions and resources in the available datasets and terms in
the ontologies used as vocabularies by these datasets. La-
bels of classes and properties play a great role in the process
of matching question words with the dataset’s terminology.
We also refer to data diversity in terms of variety of the data
formats available to the question answering system, other
than text, for instance images, audio (e.g., for systems that
support speech recognition), or videos. In addition, the final
answer may need to be presented to the end users in natu-
ral language or as a visual graph – once more a situation in
which human-readable labels play an important role.

3.6 Consistency Dimension
A knowledge base is consistent if it contains no contra-

dicting information [22]. One can define the semantics of
RDF data by defining classes and properties using RDFS
and OWL. Reasoning can then use the semantics of the de-
fined classes and properties to interpret the data and infer
new knowledge – if the axioms that define the classes and
properties and the triples in the datasets are consistent, or,
in more formal terms, if the overall knowledge base has a
model, i.e., an interpretation that satisfies all axioms. We
adopt the definition of consistency given by [44] as follows:

Definition 4. Consistency means that a knowledge base is
free of (logical/formal) contradictions with respect to partic-
ular knowledge representation and inference mechanisms.



Consistency metrics includes: entities as a member of
disjoint classes, misplaced classes/properties, misuse of
owl:DatatypeProperty and owl:ObjectProperty, ontology hi-
jacking, and incorrect domain and range usage. We consider
the following two metrics relevant for question answering
systems:

Metric C.11 (Ontology Hijacking). Ontology hijacking
refers to a dataset redefining classes or properties reused
from an external vocabulary (which uses a different URI
namespace).

Metric C.12 (Misused OWL Datatype/Object Property).
This metric is based on the metric defined by [23]. It de-
tects properties that are defined as a owl:DatatypeProperty
but is used like an object property, i.e. with resources in the
object position, and vice versa. The metric computes a ratio
of misused properties. Undefined properties are ignored by
this metric.

Relevance: Redefinition of external classes or properties
by third parties could lead to an incorrect interpretation
of the data by ontology-based question answering systems.
When, for instance, as reported in [22], a term is defined as
the domain of rdf:type, this results in every entity described
on the Web being inferred as a member of that term. On
the other hand, question answering systems highly rely on
datatype properties, i.e., properties with literal-valued ob-
jects, to interpret user queries given in natural language and
return answers expressed in natural language. Using an ob-
ject property in place of data type properties leads a ques-
tion answering system to consider IRIs as literal values, or
to necessitate extra checks for every property, which might
produce unexpected results.

3.7 Trust & Provenance Dimension
Trust has been widely studied in computer science re-

search, on different fields, such as artificial intelligence [34],
the World Wide Web [16], or multi-agent systems [31]. On
the Semantic Web, it is seen as concept similar to confidence
in data. Zaveri et al. [44] proposes the following definition
for trustworthiness:

Definition 5 (Trustworthiness). The degree to which the
information is accepted to be correct, true, real and credible.

Several proposals for computing trust on the Semantic
Web have been introduced in recent years, based on ranking
values [17, 32], provenance information [20], or a combina-
tion of both [15, 9]. This information is usually attached
to the original data and then used to derive a trust value,
which roughly represents the belief or disbelief, whether it is
on statements [9, 20] or entities [15, 17, 32]. However, cur-
rent works do not address how to compute initial ranking
or trust values; they are provided by users or just taken for
granted. Hence, without an initial preprocessing to assign
initial values, trust metrics are simply inapplicable in the
current environment of Linked Data.

Provenance, on the other hand, is used to annotate data
with metadata about its process of creation (when was it
created, who did it, using what previous data, etc.). There
are currently several proposals for annotating metadata: us-
ing named graphs [5, 13], using a framework to deal with
multiple annotations on each triple [45], making use of the
PROV-O ontology [26], attaching a provenance graph to the

dataset [19], or devising a model to represent statements
about statements [30, 11].

Implementing a provenance metric that takes into account
such an heterogeneous ecosystem of provenance solutions is
not straightforward. Here we present three simple metrics
to evaluate provenance.

Metric P.13 (Basic Provenance). This metric, defined
in [7], checks whether a dataset has at least a triple with
the dc:creator or the dc:publisher property, to describe a
dataset.

Metric P.14 (Extended Provenance). This metric, defined
in [7], checks if each entity in a dataset has the required
provenance information such that an agent can identify the
entity’s origin.

Metric P.15 (Provenance Richness). The Provenance
Richness metric provides a measure of the information that
a dataset has about itself, using the proportion of metadata
statements in the dataset.

Relevance:In the context of a QA system that extracts
the information from Linked Data, trust and provenance are
key factors to providing answers a user can have confidence
in. In an environment where everyone can publish data,
any given query can find disparate or even contradicting
answers in different datasets. While trust provides a (general
or personalised) measure of the trustworthiness a user can
have in the data, provenance allows to relate data with their
author and process of creation.

4. EVALUATION OF SELECTED MET-
RICS

4.1 Datasets: DBpedia and Wikidata
For our pilot study we chose the most widely used cross-

domain linked open datasets DBpedia and Wikidata.8

DBpedia is a community endeavour to extract structured
information from Wikipedia into RDF for further consump-
tion. For working with the dataset, one can either load it
into a local triple store, or access it via a SPARQL end-
point9.

Wikidata has lately emerged as one of the most fa-
mous user-curated source for structured information inside
Wikipedia. Wikidata serves as the pivotal data manage-
ment platform for Wikipedia and the majority of its sis-
ter projects [42]. Wikidata can be queried/accessed using a
public endpoint10 deployed by third parties. However, the
uptime of this endpoint is debatable for reasons unknown to
the authors, one of them possibly being heavy user (request)
traffic.

There are the following key differences between these two
datasets:

• DBpedia makes use of language dependent (i.e.
human-readable) Wikipedia article identifiers for cre-
ating IRIs for concepts in every language (in Wikipedia
language editions). DBpedia uses RDF and Named
Graphs as its native data model.

8Freebase used to be another popular cross-domain dataset
but support for it has expired, which is why we did not
consider it; cf. https://www.freebase.com/.
9http://dbpedia.org/sparql

10https://query.wikidata.org/bigdata/namespace/wdq/
sparql



Dimension Metric

D1. Availability

A.1 Estimated Dereferenceability
A.2 Estimated Dereferenceability of Forward Links
A.3 No Misreported Content Types
A.4 RDF Availability
A.5 Endpoint Availability

D2. Interlinking
I.6 Estimated Interlink Detection
I.7 Estimated External link Data Providers
I.8 Estimated Dereference Backlinks

D3. Data diversity
D.9 Human Readable Labelling
D.10 Multiple Language Usage

D4. Consistency
C.11 Ontology Hijacking
C.12 Misused OWL Datatype Or Object Properties

D5. Trust and
Provenance

P.13 Proportion of triples with dc:creator or dc:publisher properties
P.14 Adoption of PROV-O Provenance
P.15 Proportion of provenance statements

Table 1: Data quality assessment dimensions and metrics relevant to open domain question answering systems.

Slice statistics Restau-
rants

Poli-
ticians

Films Soccer
players

Size (in MB) 5.7 528.2 1000 1700
# of triples 35,333 3,306,109 6,452,118 11,448,309

# of instances 725 36,221 90,063 104,562

Table 2: Statistics of each data slice obtained from DBpedia
on various categories.

• Wikidata, on the other hand, uses language-
independent numeric identifiers and its own data
model, which provides a furnished platform for rep-
resenting provenance information.

Every subject on which Wikidata has structured data is
called an entity, and every entity has a page. There are
two types of entities: terms, which represent individuals and
classes, and properties, which represent RDF properties. Ev-
ery item page contains a label, a short description, a list of
aliases, a list of statements and a list of site links. Wiki-
data statements are not just triples but can have additional
quantifiers and references which support the claim. Each
statement (typed as rdfs:Statement) has its own UUID
identifier, which is used to connect to items, qualifiers and
references.

We prepared four slices of DBpedia and Wikidata, respec-
tively, to cover the categories Restaurants, Politicians, Films
and Soccer players. The choice of categories for slices was
based on internal voting of the authors from a list of popular
topics.

We prepared the Wikidata slices by querying our local
SPARQL endpoint which uses the RDF dumps11 of Novem-
ber 30, 2015. For DBpedia we instead queried the pub-
licly available SPARQL endpoint maintained by the DBpe-
dia community.

The detailed statistics of the prepared slices are presented
in Table 2 and Table 3 respectively. The slices prepared
for our study, from both the datasets, are publicly available
for research purposes and can be downloaded from https:
//goo.gl/Kn6Fom (DBpedia slices), https://goo.gl/5aTkLp
(Wikidata slices).

The justification for evaluating quality metrics over slices
of a dataset is: on the one hand, cross-domain datasets con-
tain data on different domains, each of these datasets vary
in quality of information (our obj 3). We would there-
fore like to compare the quality of datasets by looking at
domain-specific subsets than the overall datasets. On the

11http://tools.wmflabs.org/wikidata-exports/rdf/index.
php?content=dump download.php&dump=20151130

Slice statistics Restau-
rants

Poli-
ticians

Films Soccer
players

Size (in MB) 5.4 2100 1500 1600
# of triples 33,748 11,990,654 8,873,545 9,530,527

# of instances 1,316 262,532 161,012 186,840

Table 3: Statistics of each data slice obtained from Wikidata
on various categories.

other hand, knowing the “fitness to use”, as in where to find
high quality data on a specific topic, helps federated ques-
tion answering systems to choose the right source at query
time.

We elaborate in brief on our key findings on both datasets
in sections 4.4 and 6 respectively.

4.2 Experimental setup
For slice preparation we initially relied on querying the

publicly available SPARQL endpoints of DBpedia and Wiki-
data. However, in the case of Wikidata, due to a lack of
reliability of the endpoint (in terms of uptime and constant
request timeout errors), we preferred deploying our custom
endpoint locally and run a local slicing tool 12.

For preparing the slices and assessing their quality, we
used a machine with the following specification:

• Triple store: Virtuoso OpenSource 7.2.1
• OS: Ubuntu 14.04 LTS
• Storage: 1 TB disk space
• RAM: 32 GB DDR3
• CPU: 12 core Intel Xeon E5-2690 v2 (@3.0 GHz)

A step by step guide for the endpoint setup and preparing
slices is publicly available at https://goo.gl/y5xryk. Fur-
thermore, we are planning to provide readers access to our
virtual machine, as an interactive playground to run and
evaluate datasets, on request.

4.3 The Luzzu Quality Assessment Frame-
work

We carried out our evaluation using the Luzzu [7] quality
assessment framework developed previously by some of the
authors. Luzzu provides an integrated platform that: (1)
assesses Linked Data quality using a library of generic and
user-provided domain specific quality metrics in a scalable
manner; (2) provides queryable quality metadata on the as-
sessed datasets; (3) assembles detailed quality reports on
assessed datasets. A number of metrics defined in [44] were

12https://github.com/keme686/LDSlicer



implemented for the Luzzu framework13.

4.4 Results
In this section we present our findings from assessing the

data slices from DBpedia and Wikidata presented in Sec-
tion 4.1 with regard to the 5 dimensions and 15 metrics iden-
tified as relevant to the question answering domain in Sec-
tion 3. The complete evaluation results are available online
as a publicly accessible spreadsheet at https://goo.gl/ignzzI.
We now discuss our observations.

4.4.1 Observations from slices statistics
We first discuss observations from the slice statistics;

please refer to figures 1a, 1c, and 1c respectively.
• Restaurants: The sizes of the slices obtained from both

datasets are very similar. The DBpedia slice has 1, 585
more triples than the Wikidata slice. However, it is in-
teresting to see that the number of instances of restau-
rants in Wikidata is almost double that of DBpedia.

• Politicians: The politicians slice sizes of both the
datasets shows high variation. Wikidata outperforms
the DBpedia slices in the total number of triples and
number of unique instances per slice by, 8, 684, 545 and
262, 532 respectively. This advocates for the informa-
tion richness of Wikidata “politicians” category is far
better than that of DBpedia. Thus, from the slice
statistics, it will be advisable to fire a query related to
politics or politicians on the Wikidata dataset rather
than DBpedia.

• Films: The case of the films slices of both datasets is
similar in terms of the number of triples and the num-
ber of unique instances per slice. Wikidata provides
more information, with almost 2.5 million more triples
than DBpedia and 70, 949 more unique instances as
compared to DBpedia.

• Soccer players: However, for soccer players slices, DB-
pedia is richer in information than Wikidata, with
almost 2 million triples and 82, 278 more unique in-
stances per slice respectively.

From the above observations, we can primarily infer that,
the information richness of DBpedia is comparably reason-
able to Wikidata for category Restaurants, very poor for
categories Politicians and Films, and far better in case of
the Soccer players category. Thus, for the user scenario we
presented in Section 1.1, it will be debatable to consider one
dataset over the other, as DBpedia has 1, 585 more triples
than Wikidata, however, the latter has 591 more unique in-
stances as compared to DBpedia in the restuarant category.
Therefore, considering the sensitiveness of the application,
one could choose one over the other, or employ a hybrid
search on both the datasets.

4.4.2 Observations from computed scores of data
quality assessment metrics

Next, we discuss observations from assessing the quality
of the slices, by quality dimension:

• Availability : This dimension comprises of six metrics.
The RDF Availability metrics gives a binary value:
0 meaning that an RDF dump is not accessible or 1

13Most had existed before commencing this work, in
http://github.com/diachron/quality; those about trust
we added for this evaluation; see https://github.com/
jm-gimenez-garcia/ProvenanceRichnessLuzzu.

meaning that an RDF dump is accessible. This met-
ric checks the usage of the void:dataDump property in
the dataset’s metadata and whether the linked URL is
dereferenceable. For each slice we found 0 because the
slices did not include VOID metadata.
Similarly, Endpoint Availability checks the existence
of the value of the void:sparqlEndpoint property, and
its accessibility by firing an ASK query. For DBpe-
dia, we manually checked this metric on the publicly
available endpoint and found a VOID description 14,
but it does not include the void:dataDump property.
For Wikidata, we could not find such information in
the public endpoint. The Dereferenceability A.1 and
Dereferenceability Forward links A.2 metrics re-
port almost constant scores for DBpedia slices, be-
tween [0.012, 0.013] for A.1 and purely constant at
0.027 for A.2. Whereas for Wikidata slices, A.1 scores
are reported to increase with the increase in the size
of data slice; refer to figure 2. This implies that Wiki-
data slices are better in dereferentiability as compared
to DBpedia slices. Also, there is no proportional rela-
tion between the size and the scores for either of the
datasets. Hence, on a one-to-one comparison basis, the
average scores of Wikidata slices for availability are
comparably better than that of the DBpedia slices.
However, Wikidata only minorly outperforms DBpe-
dia and both the datasets return poor results in this
dimension. One of the primary reason for such a low
performance could be pin-pointed to the lack of reg-
ular maintainance (i.e. updation and cleaning) of the
dataset’s internal uri’s/links and/or the lack of proper
description in the subjects resource uri.

• Interlinking : This dimension comprises of three met-
rics: Interlink Detection metric I.6, Linking to

External Providers metric I.7 and Dereference-

able Back Links metric I.8 respectively. Compar-
ing the scores of these metrics, for I.8 the assessment
results show considerable improvement of Wikidata
slices as compared to DBpedia (e.g. the politicians
slice of DBpedia reports only 1.4% whilst the Wikidata
politicians slice scores 9.8%). This implies that Wiki-
data is more traversible than compared to DBpedia,
since resources in DBpedia report more broken/miss-
ing links which hinder its traversivity (via browser or
crawlers). We were not be able to compute the scores
for I.6 for Wikipedia and DBpedia. The reason behind
this can be considered to be the lack of ontology infor-
mation about Wikidata during the quality assessment
process. Moreover, scores for the I.7 metric was not
computed, further invetigation is needed for the same.
Potential reason could be some configuration or pars-
ing error in computation of the metric. The highest
score for I.7 metric for Wikidata slices is reported for
the politicians slice, i.e. 11, since the politican slice
has the highest number of referred external links as
compared to other slices.

• Consistency : The scores of the metrics in this di-
mension, i.e. Ontology Hijacking C.11 and Misused
OWL Datatype Or Object Properties C.12 are observed
to be identical for all the slices. The reason is the
same as mentioned above for interlinking: i.e. the

14http://dbpedia.org/void/page/Dataset



lack of ontological definitions in the slices. Since the
slices are prepared from the whole DBpedia and Wiki-
data dataset using a specific SPARQL query patterns
(e.g., {?s a dbr:Restaurant. ?s ?p ?o}), they do
not have any schema information. Therefore these
scores can be ignored for the quality comparison of
both datasets. However, for completeness we propose
to load the schema from the whole dataset and com-
pute these scores on DBpedia and Wikidata as a whole.

• Data diversity : This dimension comprises of two
metrics: Human Readable Labelling D.9 and Multi-
ple Language Usage D.10. The one-to-one compar-
ison of evaluation results for Human Readable La-
belling on both datasets suggests that DBpedia re-
markably outperforms Wikidata. The reason behind
this is, for these metrics Luzzu checks the existence
of rdfs:label for every instances types. This means,
it also considers having no label for rdf:Statements,
their qualifiers and reference objects used for reifica-
tion in Wikidata is a minus, which does not make sense
to give labelling for reifications. This is one of the key
differences between the data models of DBpedia and
Wikidata, as mentioned in Section 4. However, Wiki-
data slices yield better scores for the Multiple Language
Usage metric, as compared to DBpedia slices, on aver-
age. One of the reason better scores of Wikidata slices
could be the language support (multilingual resource
support) or popularity (in terms of relying on a par-
ticular dataset for updates). It can be observed from
tables 4 and 5 that the average number of languages
in Wikidata is greater or equal than that in DBpedia
for all of the four slices studied here. However, the
scores for D.10 of all the slices across the datasets the
same. This could again be avoided for quality assess-
ment judgement.
For this dimension, we do not assess the diversity of
data value types, such as images, audio, or videos.
This is because we do not have implementation sup-
port in Luzzu at the moment for the same, but we are
planning to implement them in the near future.

• Trust and Provenance: We include three metrics
for the Provenance dimension. Basic Provenance P.13
and Extended Provenance P.14 show that none of the
datasets makes use of standard vocabularies for prove-
nance. It is worth to be noted that, considering that
the slicing method could provide a biased account of
those metrics, we performed an evaluation against the
whole DBpedia and Wikidata datasets with the same
results. The metric Provenance Richness P.15 reports
a negative result for DBpedia, while showing compa-
rable figures for Wikidata. This result is expected be-
cause the Wikidata data model aims to provide state-
ments about statements. Among the Wikidata slices,
it can be observed that politicians have a greater prove-
nance richness, while films and soccer players have
lower values. It could be argued that it is more com-
mon to provide references for political activities, but
the actual reason should be further studied.

5. RELATED WORK
A majority of the work in this area focuses on the broader

domain of LOD quality assessment, with very little or no
specific coverage of the question answering perspective. The

(a) Data slice sizes.

(b) Number of triples per data slice.

(c) Number of unique instances per data slice.

Figure 1: A comparison of data slice statistics: DBpedia vs
Wikidata.

organisers of community wide question answering challenges
such as NTCIR Question Answering Challenge (QAC) [14],
TREC [41], CLEF [21], BioASQ challenge [38], QALD se-
ries [27], etc., do discuss the extreme importance of having
gold standard (manifold cross-validated) data at disposal,
and also discuss about the challenges in curating such good
quality datasets for the question answering domain. How-
ever, there is, so far, not much dedicated work for develop-
ing an autonomous framework for establishing and enforcing
quality assurance from the questions answering perspective.

Preparing datasets of high quality (referred to as “fitness
for use”) requires administration from field experts. For in-
stance, the preparation of CLEF eHealth track datasets de-
mands a huge man-power effort from medical domain ex-
perts, such as clinicians, physicians, lab attendants (wet
workers), etc. The judgements (relevance judgements) for
a question set have to be cross verified by more than one
subject expert with utmost care. This is very expensive in
terms of time and finance required to curate a high quality
dataset.

Crowdsourcing has also become a viable option in the



Dimension Metric Restaurants Politicians Films Soccer Players

Availability

EstimatedDereferenceabilityMetric 0.013 0.013 0.012 0.012
EstimatedDereferenceabilityForwardLinksMetric 0.027 0.027 0.027 0.027
NoMisreportedContentTypesMetric 0 1 1 1
RDFAvailabilityMetric 0 0 0 0
EndPointAvailabilityMetric 0 0 0 0

Interlinking
EstimatedInterlinkDetectionMetric – – – –
EstimatedLinkExternalDataProviders – – – –
EstimatedDereferenceBackLinks 0.012 0.014 0.015 0.022

Consistency
OntologyHijacking 1 1 1 1
MisusedOwlDatatypeOrObjectProperties 1 1 1 1

Data diversity
HumanReadableLabelling 0.953 0.985 0.997 1
MultipleLanguageUsageMteric 1 2 3 3

Trust and Provenance
Basic Provenance 0 0 0 0
Extended Provenance 0 0 0 0
Provenance Richness 0 0 0 0

Table 4: Quality assessment evaluation of the four DBpedia slices. All figures in the table have been rounded to the third
decimal point; precise figures can be retrieved from the spreadsheet mentioned in Section 4.4.

Dimension Metric Restaurants Politicians Films Soccer Players

Availability

EstimatedDereferenceabilityMetric 0.051 0.063 0.049 0.063
EstimatedDereferenceabilityForwardLinksMetric 0.093 0.053 0.051 0.65
NoMisreportedContentTypesMetric 0 1 0 1
RDFAvailabilityMetric 0 0 0 0
EndPointAvailabilityMetric 0 0 0 0

Interlinking
EstimatedInterlinkDetectionMetric NaN NaN NaN NaN
EstimatedLinkExternalDataProviders 5 11 9 8
EstimatedDereferenceBackLinks 0.129 0.098 0.089 0.0826

Consistency
OntologyHijacking 1 1 1 1
MisusedOwlDatatypeOrObjectProperties 1 1 1 1

Data diversity
HumanReadableLabelling 0.176 0.077 0.091 0.103
MultipleLanguageUsageMteric 2 3 2 3

Trust and Provenance
Basic Provenance 0 0 0 0
Extended Provenance 0 0 0 0
Provenance Richness 0.055 0.0829 0.010 0.0252

Table 5: Quality assessment evaluation of the four Wikidata slices. All figures in the table have been rounded to the third
decimal point; precise figure can be retrieved from the spreadsheet mentioned in Section 4.4.

present decade especially from the quality assessment per-
spective; consider dedicated research efforts such as DBpe-
diaDQCrowd [1] or TripleCheckMate [24]. Also, general
quality assessment tools and frameworks such as our own
Luzzu [7], and others including one by Flemming [12], as well
as Sieve [28], RDFUnit [25], LinkQA [18], and LiQuate [33]
advocate the criticality of data quality assessment. How-
ever, for none of the quality assessment frameworks and tools
mentioned earlier the specific requirements for benchmark-
ing datasets from a question answering perspective have
been discussed so far. Also, the quality requirements or
guidelines to be followed while preparing a gold standard
for question answering systems (keeping in mind the stan-
dard quality assessment tools and frameworks) has, so far,
not materialised formally.

6. CONCLUSION AND FUTURE WORK
With question answering becoming increasingly reliant on

open domain datasets, the quality of such datasets crucially
influences the quality of answers to questions. So far, ques-
tion answering systems have not yet been evaluated by the
quality of the data they use, and while quality dimensions
and metrics for linked data have been well documented, it
has not been clear which of these are relevant for question
answering scenarios. We have addressed these shortcomings
of state-of-the-art research on question answering and data
quality with a comprehensive review of linked data quality
dimensions and metrics relevant to open domain question
answering, and applied these metrics to subsets of the pop-
ular DBpedia and Wikidata datasets. The results of our ex-
periments suggest that for most of these domains, the quality

of Wikidata with regard to metrics relevant for open domain
question answering is higher than that of DBpedia.

A major limitation of our work so far is that we have fo-
cused on those quality metrics that had been implemented
for our Luzzu linked data quality assessment framework al-
ready, whereas further metrics would help to better cover
the quality dimensions that we have identified as relevant
to open domain question answering. Furthermore, we have
so far only covered four subsets of DBpedia and Wikidata
each, whereas these linked open datasets cover a lot more
domains in which users would like their questions to be an-
swered, and there exist further datasets that are widely used
for open domain question answering.

In our near future work we plan to address these shortcom-
ings, in particular i) to extend and automate the process of
rigorously assessing data quality, carried out by Luzzu. We
plan to implement the dimensions that our current evalu-
ation has not yet covered, such as Timeliness, Licensing,
and Semantic accuracy, and also those metrics whose val-
ues could not be calculated due to technical problems of
our implementation, such as the estimated interlink detec-
tion metric for the slices of both DBpedia and Wikidata,
and the approximate implementation of the external links
to data providers metric for DBpedia slices. We will also ii)
assess the fitness of further datasets in the LOD Cloud for
open domain question answering by computing their quality
metrics. Finally, we will iii) conform whether our dataset
quality assessment correlates with the quality of question
answering services over these datasets as perceived by the
user, by having actual questions answered by data-driven
question answering systems such as SINA [36].



Figure 2: A comparison of the three varying availability metrics of DBpedia and Wikidata.
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[39] Christina Unger, André Freitas, and Philipp Cimiano.
An introduction to question answering over linked data.
In Reasoning Web. Reasoning on the Web in the Big
Data Era, pages 100–140. Springer, 2014.

[40] Christina Unger, Corina Forascu, Vanessa Lopez, Axel-
Cyrille Ngomo Ngonga, Elena Cabrio, Phillipp Cimi-
ano, and Sebastian Walter. Question answering over
linked data. CLEF2015 Working Notes, 2015. URL
http://ceur-ws.org/Vol-1391/173-CR.pdf.

[41] Ellen M Voorhees. The trec question answering track.
Natural Language Engineering, 7(04):361–378, 2001.
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